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ABSTRACT

Tradi�onally, for video-based Ac�on Recogni�on task, 3D CNN are used to extract temporal 
informa�on and Temporal Global Average (TGAP) layer to summarize this informa�on. In this 
work, we replace the TGAP layer with the a�en�on mechanism of BERT as it has been 
state-of-the-art for many sequence-based tasks. BERT’s bidirec�onal a�en�on mechanism 
gets a be�er representa�on of Temporal informa�on with respect to TGAP. 3D CNN+BERT 
showed improvement over popular 3D CNN models such as R(2+1)D and ResNext for Ac�on 
Recogni�on over our custom Ac�on Recogni�on Dataset. We compare the performances of 
3D CNN+TGAP and 3D CNN+BERT on our dataset, where 3D CNN+BERT resulted an accuracy 
improvement of up to 3%.

Keywords CNN · Transformer · BERT · Video Recogni�on

1     Introduc�on

Ac�on Recogni�on (AR) refers to classify a video based on the ac�vity/ac�on performed in the video. AR 
can provide insights related to the ac�vity/ac�on in a Video. AR is essen�al in many domains such as 
Video Retrieval, Surveillance, Robo�cs.

A video contains mul�ple scene/ac�on sequences known as clips. These clips can be extracted from the 
video based on the use-case using scene change, rule-based extrac�on or manual extrac�on. Each clip 
contains cri�cal informa�on in the spa�al domain as well as in temporal domain. Spa�al domain contains 
informa�on related to the spa�al en��es present in the clip, such as Objects, Context, etc. whereas, the 
informa�on of the interac�on between these en��es known as ac�on/ac�vity is present in Temporal 
domain.

Temporal informa�on is extracted either using 3D convolu�ons with TGAP layer, which extracts 
spa�o-temporal informa�on using mul�ple 3D convolu�onal and then this informa�on is integrated using
TGAP layer or by using 2D convolu�on layers to extract spa�al informa�on, which is then passed to a 
recurrent architecture, such as LSTM or RNN.
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The spa�o-temporal features extracted using 3D CNN can be considered as features from different 
temporal regions. Tradi�onal temporal global average pooling (TGAP) layer averages these features 
leading to loss of important temporal informa�on.

In this work, we are going to replace TGAP with BERT’s a�en�on mechanism. 3D convolu�on blocks are 
used to extract spa�o-temporal informa�on, which is processed by BERT using transformer-based 
encoder, which encodes the temporal informa�on in to a feature vector. Single feed forward layer uses 
this feature vector to classify the video clip in to one of the ac�on/ac�vity class.

BERT’s a�en�on mechanism apply weights to these temporal feature as per their importance which leads 
to be�er representa�on of the temporal informa�on.

2     Related Work

Ac�on Recogni�on is performed in the following ways:

2.1     Temporal feature summariza�on using Pooling, Fusion and Recurrent Networks

Pooling is performed to summarize Temporal features using concatena�on, averaging, maximum, 
minimum, ROI, feature aggrega�on techniques and �me-domain convolu�ons [1], [2].

Fusion is used to fuse different modali�es or stream of networks. Late fusion, Early fusion and Slow fusion 
are used to integrate temporal informa�on along the channel dimension at various points in CNN 
architectures. Fusion of RGB and op�cal flow with extra 3D convolu�on layer inserted towards the end of 
the architecture is used in the two-stream fusion architecture in [3] to generate spa�o-temporal 
rela�onship.

Recurrent networks such as LSTMs are u�lized for extrac�ng Temporal (Sequen�al) informa�on on the 
spa�al features extracted using 2D CNN from the frames of a video [1], [4]. E.g., VideoLSTM [5] integrates 
temporal informa�on by using convolu�onal LSTM with spa�al a�en�on.

Using above feature summariza�on techniques can lead to loss temporal informa�on.

2.2     3D CNN Architectures

3D CNN Architectures u�lize 3D convolu�on layers which extract spa�al as well as temporal informa�on 
from sequence of images (clip). These layers use the sequence of images as 3rd dimension (temporal 
dimension). Throughout the 3D CNN network, the temporal informa�on is processed hierarchically. 
Before 3D CNN network, temporal informa�on was extracted at a later stage of the network resul�ng in 
loss of temporal informa�on. 3D CNN displayed improvement in accuracy with a huge increase in 
computa�on cost and memory demands with respect to their counterpart 2D CNN.

Tradi�onally for AR, first 3D CNN was used in the C3D model [6]. Incep�on 3D model (I3D) [7] which uses 
a deeper 3D CNN architecture then C3D. The ResNet version of 3D convolu�on is introduced in [8]. Then, 
R(2+1)D [9] and S3D [10] architectures came up with a new convolu�onal block with separate 3D CNN
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layers working on temporal as well as spa�al informa�on proved effec�ve than the regular stack of 3D 
convolu�on layers. Another important 3D CNN architecture is Channel-Separated Convolu�onal Networks 
(CSN) [11] which separates the channel interac�ons and spa�o-temporal interac�ons which can be 
thought of as the 3D CNN version of depth-wise separable convolu�on [12].

Although 3D CNNs are powerful, they s�ll lack an effec�ve temporal fusion strategy at the end of the 
architecture to integrate the regional temporal informa�on.

3     Methodology

In this sec�on, we will discuss about the 3DCNN + BERT based ac�on recogni�on method we chose to 
implement using C5AR dataset. Bidirec�onal Encoder Representa�ons for Transformers (BERT) [13] is 
most prevalent and successful approaches on most NLP tasks. Unlike simple transformers or RNNs or 
other self-a�en�on mechanism, BERT being bi-direc�onal it can comprehend informa�on from both 
direc�ons. The chosen approach uses BERT to get benefit of bidirec�onal temporal informa�on in a video 
feature i.e., contextual informa�on of both past as well future frames for be�er ac�on recogni�on. (See 
Figure 1)

Figure 1: BERT-based late temporal Modeling. Adapted from [14] pg.4

Figure 2: Explaining FRAB and FRMB implementa�on on ResNext101 backbone. Adapted from [14] pg.6
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First, Video frames pass through 3DCNN to get features extracted and BERT-based temporal pooling is 
fused a�er 3DCNN feature extractor replacing temporal global average pooling. Also, the chosen method 
added a learned posi�onal encoder to the extracted features for preserving order informa�on and 
mul�-head a�en�on allows the model to jointly a�end to informa�on from different representa�on 
subspaces at different posi�ons. TGAP just uses pooling layer but the chosen BERT based method uses 
learnable classifica�on tokens.

The chosen approach has introduced two feature reduc�on blocks namely Feature Reduc�on with 
Modified Block (FRMB) and Feature Reduc�on with Addi�onal Block (FRAB). In the backbone 3DCNN 
network, final block is replaced with a feature reduc�on block in FRMB and new feature reduc�on block 
is appended in the case of FRAB. FRMB has be�er computa�onal complexity and parameter efficiency 
than FRAB as well as backbone 3DCNN network, but it has a drawback when using pretrained weight. If 
feature reduc�on block is in fine-tuning step, FRMB final block doesn’t benefit from pretrained weights of 
standard datasets. (See Figure 2)

4     Experiments

In this sec�on, we will discuss about the C5AR dataset, implementa�on details and abla�on study based 
on ResNext and R(2+1)D architectures with BERT and with TGAP layer.

4.1     Dataset

We have used custom Course5 Ac�on Recogni�on dataset which contains 13 classes with 2000 clips which 
we have manually curated for our use-case. Rule-based approach is used to extract the clips from these 
videos. These clips are then manually processed and labelled.

4.2     Experimental Setup

Firstly, we have extracted frames from each clip. An augmenta�on technique that is circula�ng over the 
frames is used for the clips where the frames are less than the desired number of frames. AdamW is 
selected as the op�mizer with learning rate set to 10−4. Learning Rate scheduler that reduces learning 
rate by a factor of 10 if loss does not decrease for 5 epochs is used. Data normaliza�on schemes are 
followed as per the pre-trained networks in order to best u�lize the pre-training weights.

BERT is configured with 8 a�en�on heads and a single transformer block. The dropout ra�o was set to 0.8 
and the a�en�on masking was set to 0.2. Classifica�on token(xcls) and the learned posi�onal embedding 
are ini�alized using with zero mean normal weight with a standard devia�on of 0.02. We have used Tesla 
V100 32*2 for all out experiments

Backbone Architecture
ResNext101
ResNext101
ResNext101

R(2+1)D
R(2+1)D

Pooling Type
TGAP
BERT
BERT
TGAP
BERT

Feature Modifica�on Block (FRMB/FRAB)
NA

FRMB
FRAB

NA
NA

Top@1 Accuracy
79.58
82.12
82.56
79.93
82.86
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4.3     Abla�on Study

In this sec�on, we will analyze two backbone architectures (ResNext and R(2+1)D) in our experiments step 
wise and see how BERT as pooling strategy behaves against the Temporal Global Average Pooling (TGAP). 
For the first experiment, we have selected ResNext101 architecture with 112*112 frame size and a fixed 
sequence length of 64 frames per clip. For the second experiment, we have selected R(2+1)D architecture 
with 112*112 frame size and a fixed sequence length of 32 frames per clip. In Table 1, used 3D CNN 
network, used pooling strategy, used feature reduc�on block and top 1 accuracy achieved are presented 
as columns of experiments

As we can see in Table 1. For ResNext based experiments FRAB provides an approx. 0.4% improvement 
over FRMB feature block. We can clearly note the effec�veness of BERT as a pooling strategy over the 
conven�onal TGAP pooling. BERT resulted in an approx. 3% improvement with R(2+1)D 3D CNN 
architecture over TGAP.

5     Discussion and Future work

In this work, we have seen the benefit of combining 3D CNN and BERT for AR. There are many Temporal 
feature summariza�on strategies, such as Pooling, Fusion and Recurrent Networks. To u�lize these 
Temporal features, the A�en�on mechanism of BERT has shown an accuracy improvement with the most 
effec�ve 3D CNN architectures, such as ResNext and R(2+1)D over custom Video Recogni�on Dataset.

This study has created the path for be�er pooling strategies on 3D CNN architecture over BERT. A possible 
research direc�on might be parameter efficient BERT that do not need feature reduc�on blocks such as 
FRMB or FRAB as they deteriorate the quality of the features by reducing their dimension. This proposed 
method also has the capability to improve similar tasks with AR, such as Temporal and Spa�al ac�on 
localiza�on and Video Cap�oning.
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